Exploring Novel Methodological Approaches for the Analysis of Electroencephalogram Data:

II I of NORTH CAROLINA Machine Learning and Group Iterative Multiple Model Estimation
— at CHAPEL HILL

o\ THE UNIVERSITY
| |

Suryadyuti Baral, Kathleen M. Gates & Joseph B. Hoptinger

PO8 PO8 ,
| X : IR AN A 012, Wumm
- . 1. ADNS Dasec SIMuUS Cecnding = oni
&Tn ' ' '
' | ’ = — e g l ap | = 3 &= |
R 4 . , 1 e ; - : ! 5 A oo : : : ‘
T —T e~ o —m—m A . o : : ' ' ‘ L \ | ) ; '
1 ] . - ' ' . } ooe | | ' i '
N170 o !“' i : : : | :
« - 3 83 0 13 5o 23 %0 i1 ed | | ! !
24V - el 0909000 BN A AR AL EERe ! MU A AL UL o .aaa 0" "5 o8 10 15 20 25 a0
100 ms 100 ms from Bae & Luck 2009 paper SUM with , e . o Tome 5
feratons st w0 10 . e - ' o .:..:: rmedfiter o
a orientation of s teard abiaidenpad il SV VY R A KNN WITH ITERATIONS SET TO 10 From Bse & Luck 2019 paper SYM with : T e
/ evlerg?a:'?(?o?nv(:ﬁhfezrp;g?to terations st o 10 SYN with Serations et o U SVM wth iterations et 1o ) ENN WITH ITERATIONS L1
Sample: \ sample teardrop. . .
200 ms 2. Which time
Delay: ) points have
Tt 21 information? '
untiliresp. 3 e A
2. Can we find - oo '
/;"'" © A50-100 50 0 80 100 150 neu_ral - ; ' ; ' :
,,. Angular Error (°) mechanlsms or ‘ 8”" ! ' : [ |
connectivity at s .| - | .
those time ,
TEARDROP STIMULUS STUDY points? " f A | LA R AAM A,
(BAE & LUCK, 2018) ol . Jil ' o I 4 S D ER—— - o
e " - < o P 20 — ~w ' LR} v w Rl - -~ Ten
pes— Tww om - = - 2
a Fixation : 1500 ms Motion : 1500 ms Direction report
KN WITH ITERATIONS T 10 ) NAINVE BAYES WITH ITERATIONS 1T 10 ) ADABOOST WITH ITERATIONS 1T 101 RANDOM FOREST WiITH ITTRATIONS 1T 10 1
Is SVM the best KNN WITH ITERATIONS SET TO § NAIVE BAYES WITH ITERATIONS SET 70 ) ADASOOST WITH ITERATIONS SET TO 3 RANDOM FOREST WITH ITERATIONS SET 10 3
model? What
about other ML
models? C&wdl‘:ﬂn:%ﬂtbt&hcoﬂ«mcwmnmmm wu%gnﬂNv&OScm.cmnnmm WdM;WHﬁSSCMQMnERP mﬂmus&:snm””“‘muwm““p
b g ~ Coherence: 25.6% 3 - Coherence: 51.2% o . ¢ s -
: ] 3 in the low . (a) For 25.6% coherence in alpha band significant time " (a) For 2.5.6/0 co.hetet.lce in ERP s:gmﬁgant time clusters
coherence : clusters (shadedin grey) identified for the five different - : (shadedin grey) identified for thefive different models -
- 2 oy . 2 : - , > . 3 < . . . . -
£ 8 £ 31 condition, is P Mﬁ@@@ﬂ@h@ models with three iterations and with SVM and KNN g § with three iterations and with SVM and KNN having :
4 RN P ';g % %%rr]:g having iterations setto 10. (b) Decoding accuracies of all ’ " iterations setto 10. (b) Decoding accuracies of all the '
® o0 50 0 o 100 0 15010080 0 50 100 180 ' the models plotted together without confidence error models plotted together without confidence error bounds.
Response Emor (") Response Error (%) p - . . - - - -
U . . bounds. (¢) Decoding accuracies of SVM and KNN with , : LA | + (c) Decoding accuracies of SVM and KNN with three
MOTION PERCEPTION STUDY hrinrbecy three iterations drawn with confidence bounds. The CI s Tore P iterations drawn with confidence bounds. The CI bounds 2 Teve Pore
i T e el - B bounds overlap indicating no model is superior to the other. Son@ow —on= e ™y overlap indicating no model is superor to the other. ™ T

(BAE & LUCK, 2019)

Aims/H h Meth | . :
s/Hypotheses ethods I e Conclusion
25.6% coherence condition: Simulated von Mises distribution, | | i
behavioral responses will be more compared estimated and true Lol Lol MACHINE LEARNING GIMME
precise than random responses kappas using z-test. | | 1.
“TTT o ol dboll IS | " Motion perception: We can perceive Working memory: Parietal to frontal
_ . ) _ o ¢ t"::om rane e o 0 Y“so‘nm 1000 200 \ . . . . . e .
Alpha band EEG and sustained ERP  Utilized machine learning models Y direction of motion even in low coherence. connectivity uncovered in ERP.
from the 25.6% condition yield (SVM, KNN, NB, RF, AdaBoost) & 19) Working memory: Alpha band does not have Spatial attention: Right to left parietal
significant information for EEG decoding analyses I " i decodable information on working memory. connectivity uncovered in ERP and parietal to
For the alpha band. confirmatory subgrouping GIMME is utilized to find effective connectivity differences in the location and orientation condition subgroups. (a) The output Spatial attention: Decodable information frontal synchrony found in alpha band.
. ; from SVM with iterati t to ten, with the significant time clust ked 1 . The tim int ked “17 ximately the tim int hich GIMME . . : :
Conducted analysis with SVM - o Ggmiu;“: R i ;S“@"’fm he s R SE s e present in alpha band and ERP. Coonvergenc.e. Worlfs.best with longer time
: . model under ten iterations and | e \ Best model: Nope! Look for converging series and with specific measurement models.
Replicate results using SVM model - location _— . A \r
compared results to original 3 y ' L1) results.
analysis.
i) i,
Explore if other machine learning Compared decoding accuracies of i a
models (SVM, KNN,NB,RF, .- i S ; LIMITATIONS FUTURE DIRECTIONS
models perform better than SVM : : A A -
AdaBoost) across time points - T T A - TN TR T Co : . : : : : :
Validation studies are needed to validate Simulation studies that replicate the unigue
6 o these new methods. oroperties in EEG will help discover optimal
* Analyze ERP data for group-level — - Orientation i Measurement model: To enable convergence parameters for the algorithms.
differences fc;r Ttie sustaiu:tle; ERg \;dﬁav;;n?ﬁ?w swltli@r:upinim Gw utilized to zd @Ee;ﬁ;'; sémecﬁvi%l differences theklo;ﬁfi;n i Oﬁw{aﬁwl °°tzdfﬁf>n subgroups. s only one measurement model could be used Determine bias: Simulations will help
= 4D . t tm t : tim t ximat tim t . . e g . . - . - .
a. Observe distinct connections M B Dl T i T RS BRRSRS RN TR SRS RN with GIMME. Such rigidity is concerning. uncover bias, if present, in GIMME estimates.
betV\I/((?en spatial attention and Measurement model Downsampling was required to enable Identifying the measurement model by
i Vlvor Ir:ghmeme(;yd t Utilized Confirmatory subgrouping 0 = (P2 convergence. This may lead to loss of developing new methods or making an ice-
ana:dfr?tﬁ‘ﬁ ?ouan Ievzla GIMME. Used latent variables. oy T - mu R important information. cream sandwich of classical methods.
| connectisi t 1Por <oatial Found an appropriate measurement To Slee the ges; of the
CUVILY TOT 5P model for the latent variables. -0 = wa Cor results, read the
attention honors thesis, or just
b. Observe no consistent 5 Chligh .y get 1n touch with me Bae, G.-Y., & Luck, S. J. (2018). Dissociable Decoding of Spatial Attention and Working Memory from EEG
connections for working ] e Oscillations and Sustained Potentials. The Journal of Neuroscience, 38(2), 409-422.
» [l ez 0 References https://doi.org/10.1523/jneurosci.2860-17.2017
memory Bae, G.-Y., & Luck, S. J. (2019). Decoding motion direction using the topography of sustained ERPs and alpha
~ ; ’ Check out my oscillations. Neurolmage, 184, 242-255. https://doi.org/10.1016/j.neuroimage.2018.09.029
website!

Latent variables L1 L2 L3



	Slide 1

